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QUALITY ENHANCEMENT IN MULTIMEDIA
CAPTURING

RELATED APPLICATION

This application was originally filed as PCT Application
No. PCT/F12011/051063 filed Nov. 30, 2011.

BACKGROUND

Multimedia capturing capabilities have become common
features in portable devices. A multimedia call between two
or more attendants may comprise simultaneous transmission
of both audio and video signal. On the other hand, many
people tend to record or capture audio and video content in an
event, such as a music concert or a sport event, they are
attending.

Background noise causes challenges for audio coding and
for the overall quality-of-experience in mobile multimedia
communications. Multimedia terminals are often used in sur-
roundings with high background noise levels making the
multimedia capturing vulnerable to background noise. In
order to improve audio quality, multimedia terminals typi-
cally apply noise suppression (a.k.a. noise cancellation) as a
pre-processing step before the voice signal is subjected to
audio encoding. The noise suppression can never perfectly
distinguish between the voice and the background noise, and
therefore, a noise suppressor is typically designed to provide
a fixed trade-off between attenuating background noise as
much as possible and causing as little degradation as possible
for the voice signal itself.

However, a straightforward application of such fixed trade-
off between these two is not optimal. For example, in some
multimedia capturing it is desirable that also the ambience is
conveyed as well as possible (e.g. when being in a live music
concert) while in others (e.g. when trying to explain an impor-
tant issue in high-noise environment) all background noise
will reduce the clarity and intelligibility of voice and is hence
unwanted. In other words, what should be considered as
unwanted “background noise” depends on the context of the
multimedia capturing session. Furthermore, a user of the
multimedia terminal has no means to adjust the noise sup-
pression or any other pre-processing to be more optimal for a
particular multimedia capturing session.

SUMMARY

Now there has been invented an improved method and
technical equipment implementing the method for alleviating
the above problems. Various aspects of the invention include
a method, an apparatus and a computer program product,
which are characterized by what is stated in the independent
claims. Various embodiments of the invention are disclosed in
the dependent claims.

According to a first aspect, there is provided a method
comprising: capturing multimedia content by an apparatus,
said multimedia content comprising at least an audio signal
and a video signal; obtaining control information based on at
least either of said audio signal or video signal; controlling
pre-processing of the audio signal based on the control infor-
mation obtained from the video signal; and/or controlling
pre-processing of the video signal based on the control infor-
mation obtained from the audio signal.

According to an embodiment, the method further com-
prises applying the pre-processing prior to encoding said
audio signal or video signal.
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2

According to an embodiment, the pre-processing of the
audio signal is one of the following: noise suppression, voice
level adjustment, adjustment of dynamic range of voice,
directing a microphone beamform of a multi-microphone
arrangement towards an audio source.

According to an embodiment, the method further com-
prises determining a priority value for at least one audio
source appearing on a video scene represented by the video
signal in proportion to an image area covered by the audio
source in said video scene; and adjusting the pre-processing
of'the audio signal according to the priority value such thatan
audio component originating from an audio source covering
largest image area of the video scene is emphasized in the
pre-processing.

According to an embodiment, the method further com-
prises determining a priority value for at least one audio
source appearing on a video scene represented by the video
signal in proportion to an image area covered by the audio
source in said video scene; and adjusting the pre-processing
of'the audio signal according to the priority value such thatan
audio component contributing less to an overall video scene is
de-emphasized in the pre-processing.

According to an embodiment, the method further com-
prises detecting at least a part of a human face in a video scene
represented by the video signal; and adjusting the pre-pro-
cessing of the audio signal in proportion to an image area
covered by the human face in said video scene.

According to an embodiment, said pre-processing of the
audio signal is noise suppression, and the method further
comprises adjusting attenuation of background noise in pro-
portion to the image area covered by the human face in said
video scene.

According to an embodiment, the method further com-
prises obtaining control information for the audio pre-proces-
sor control signal from a plurality of points of a processing
chain of the video signal, said plurality of points being located
in at least one of the following points: prior to video signal
pre-processing, prior to video signal encoding, during video
encoding and the encoded parameter values of the video
signal.

According to an embodiment, the pre-processing of the
video signal is one of the following: smoothening details of
image frames, adjustment of dynamic range of colours,
reducing a colour gamut of the video signal or removing less
essential parts of the video signal.

According to an embodiment, the method further com-
prises determining a priority value for at least one object
appearing on a video scene represented by the video signal in
proportion to an audio component contributed by said object
to an overall audio scene; and adjusting the pre-processing of
the video signal according to the priority value such that an
object contributing less to an overall audio scene is de-em-
phasized in the pre-processing.

According to an embodiment, the method further com-
prises obtaining control information for the video pre-proces-
sor control signal from a plurality of points of a processing
chain of the audio signal, said plurality of points being located
in at least one of the following points: prior to audio signal
pre-processing, prior to audio signal encoding, during audio
encoding and the encoded parameter values of the audio
signal.

According to a second aspect, there is provided an appara-
tus comprising at least one processor, memory including
computer program code, the memory and the computer pro-
gram code configured to, with the at least one processor,
cause the apparatus to at least: capture multimedia content,
said multimedia content comprising at least an audio signal
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and a video signal; obtain control information based on at
least either of said audio signal or video signal; control pre-
processing of the audio signal based on the control informa-
tion obtained from the video signal; and/or control pre-pro-
cessing of the video signal based on the control information
obtained from the audio signal.

According to a third aspect, there is provided a computer
readable storage medium stored with code thereon for use by
an apparatus, which when executed by a processor, causes the
apparatus to perform: capturing multimedia content, said
multimedia content comprising at least an audio signal and a
video signal; obtaining control information based on at least
either of said audio signal or video signal; controlling pre-
processing of the audio signal based on the control informa-
tion obtained from the video signal; and/or controlling pre-
processing of the video signal based on the control
information obtained from the audio signal.

These and other aspects of the invention and the embodi-
ments related thereto will become apparent in view of the
detailed disclosure of the embodiments further below.

LIST OF DRAWINGS

In the following, various embodiments of the invention
will be described in more detail with reference to the
appended drawings, in which

FIG. 1 shows a schematic block diagram of an exemplary
apparatus suitable to be used in multimedia capturing accord-
ing to an embodiment;

FIG. 2 shows another view of the exemplary apparatus of
FIG. 1;

FIG. 3 shows an example of a communication system,
wherein a multimedia terminal according to an embodiment
can be used;

FIG. 4 shows a block diagram of a system according to an
embodiment;

FIG. 5 shows a block diagram of a system for controlling
the pre-processing of the audio signal based on the control
information obtained from the video signal according to an
embodiment;

FIGS. 64, 65 and 6c show an example of controlling the
pre-processing of audio based on the video component;

FIG. 7 shows a block diagram of a system for controlling
the pre-processing of the video signal based on the control
information obtained from the audio signal according to an
embodiment;

FIGS. 8a and 85 show an example of controlling the pre-
processing of video based on the audio component; and

FIG. 9 shows a flow chart of the method for controlling
capturing of multimedia content according to an embodi-
ment.

DESCRIPTION OF EMBODIMENTS

The following describes in further detail suitable appara-
tuses and possible mechanisms for implementing an improv-
ing voice and video quality in multimedia communications.
In this regard reference is first made to FIGS. 1 and 2 which
shows a schematic block diagram of an exemplary apparatus
or electronic device 50, which may incorporate necessary
functions for the multimedia according to an embodiment of
the invention.

The electronic device 50 may be, for example, a mobile
terminal or user equipment of a wireless communication sys-
tem, a digital camera, a laptop computer etc. However, it
would be appreciated that embodiments of the invention may
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4

be implemented within any electronic device or apparatus
which may contain multimedia processing properties.

The apparatus 50 may comprise a housing 30 (FIG. 2) for
incorporating and protecting the device. The apparatus 50
further may comprise a display 32 in the form of a liquid
crystal display. In other embodiments of the invention the
display may be any suitable display technology suitable to
display an image or video. In some embodiments the display
32 may be a touch-sensitive display meaning that, in addition
to be able to display information, the display 32 is also able to
sense touches on the display 32 and deliver information
regarding the touch, e.g. the location of the touch, the force of
the touch etc. to the controller 56. Hence, the touch-sensitive
display can also be used as means for inputting information.
In an example embodiment the touch-sensitive display 32
may be implemented as a display element and a touch-sensi-
tive element located above the display element.

The apparatus 50 may further comprise a keypad 34. In
other embodiments of the invention any suitable data or user
interface mechanism may be employed. For example, the user
interface may be implemented as a virtual keyboard or data
entry system as part of a touch-sensitive display or it may
contain speech recognition capabilities. The apparatus may
comprise a microphone 36 or any suitable audio input which
may be a digital or analogue signal input. The apparatus 50
may further comprise an audio output device which in
embodiments of the invention may be any one of: an earpiece
38, speaker, or an analogue audio or digital audio output
connection. The apparatus 50 may also comprise a battery 40
(or in other embodiments of the invention the device may be
powered by any suitable mobile energy device such as solar
cell, fuel cell or clockwork generator). The apparatus may
further comprise a near field communication (NFC) connec-
tion 42 for short range communication to other devices, e.g.
for distances from a few centimeters to few meters or to tens
of'meters. In other embodiments the apparatus 50 may further
comprise any suitable short range communication solution
such as for example a Bluetooth wireless connection, an
infrared port or a USB/firewire wired connection.

The apparatus 50 may comprise a controller 56 or proces-
sor for controlling the apparatus 50. The controller 56 may be
connected to memory 58 which in embodiments of the inven-
tion may store both data in the form of image and audio data
and/or may also store instructions for implementation on the
controller 56. The controller 56 may further be connected to
a codec circuitry 54 suitable for carrying out coding and
decoding of audio and/or video data or assisting in coding and
decoding carried out by the controller 56.

The apparatus 50 may further comprise a card reader 48
and a smart card 46, for example a UICC and UICC reader for
providing user information and being suitable for providing
authentication information for authentication and authoriza-
tion of the user at a network.

The apparatus 50 may comprise radio interface circuitry 52
connected to the controller and suitable for generating wire-
less communication signals for example for communication
with a cellular communications network, a wireless commu-
nications system and/or a wireless local area network. The
apparatus 50 may further comprise an antenna 44 connected
to the radio interface circuitry 52 for transmitting radio fre-
quency signals generated at the radio interface circuitry 52 to
other apparatus(es) and for receiving radio frequency signals
from other apparatus(es).

In some embodiments, the apparatus 50 may comprise a
camera 62 capable of recording or detecting individual
frames or images which are then passed to an image process-
ing circuitry 60 or controller 56 for processing. In further
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embodiments, the apparatus may receive the image data from
another device prior to transmission and/or storage. In further
embodiments, the apparatus 50 may receive the image for
coding/decoding either wirelessly or by a wired connection
e.g. from a remote camera unit.

With respect to FIG. 3, an example of a system within
which embodiments of the present invention can be utilized is
shown. The system 10 comprises multiple communication
devices which can communicate through one or more net-
works. The system 10 may comprise any combination of
wired or wireless networks including, but not limited to a
wireless cellular telephone network (such as the global sys-
tem for mobile communications (GSM) network, 3rd genera-
tion (3G) network, 3.5th generation (3.5G) network, 4th gen-
eration (4G) network, universal mobile telecommunications
system (UMTS), code division multiple access (CDMA) net-
work etc), a wireless local area network (WLAN) such as
defined by any of the Institute of Electrical and Electronic
Engineers (IEEE) 802 .x standards, a bluetooth personal area
network, an ethernet local area network, a token ring local
area network, a wide area network, and the Internet.

For example, the system shown in FIG. 3 shows a mobile
telephone network 11 and a representation of the internet 28.
Connectivity to the internet 28 may include, but is not limited
to, long range wireless connections, short range wireless con-
nections, and various wired connections including, but not
limited to, telephone lines, cable lines, power lines, and simi-
lar communication pathways.

The example communication devices shown in the system
10 may include, but are not limited to, an electronic device or
apparatus 50, a combination of a personal digital assistant
(PDA) and a mobile telephone 14, a PDA 16, an integrated
messaging device (IMD) 18, a desktop computer 20, a com-
puter operating as a network server 22. The apparatus 50 may
be stationary or mobile when carried by an individual who is
moving. The apparatus 50 may also be located in any mode of
transport, such as a vehicle.

Some or further apparatus may send and receive calls and
messages and communicate with service providers through a
wireless connection 25 to a base station 24. The base station
24 may be connected to a network server 26 that allows
communication between the mobile telephone network 11
and the internet 28. The system may include additional com-
munication devices and communication devices of various
types.

The communication devices may communicate using vari-
ous transmission technologies including, but not limited to,
code division multiple access (CDMA), global systems for
mobile communications (GSM), universal mobile telecom-
munications system (UMTS), time divisional multiple access
(TDMA), frequency division multiple access (FDMA), trans-
mission control protocol-internet protocol (TCP-IP), short
messaging service (SMS), multimedia messaging service
(MMS), email, instant messaging service (IMS), Bluetooth,
IEEE 802.11 and any similar wireless communication tech-
nology. A communications device involved in implementing
various embodiments of the present invention may commu-
nicate using various media including, but not limited to, radio,
infrared, laser, cable connections, and any suitable connec-
tion.

The embodiments described below relate to multimedia
communication, such as the 3GPP M TSI service (Multimedia
Telephony Service for IMS); (IMS, IP Multimedia Sub-
system), described further in detail in 3GPP TS 26.114, v.
11.1.0, “IP Multimedia Subsystem (IMS); Multimedia tele-
phony; Media handling and interaction” (available at http://
www.3gpp.org/ftp/Specs/html-info/26114 . htm). In particu-
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lar the embodiments relate to improving voice and video
quality in multimedia communications. Ensuring high qual-
ity voice and video over transmission channels with limited
bit-rate resources and over erroneous channels provides still
challenges for today’s mobile systems, especially as the qual-
ity expectations of customers are continuously increasing.

It is generally known that background noise causes chal-
lenges for audio coding and for the overall quality-of-expe-
rience in mobile multimedia communications. Audio codecs
are typically optimized for voice, since it is their primary
application, and therefore they do not always handle back-
ground noise particularly well, especially at low bit-rates and
for high levels of background noise. Even with modern audio
codecs, such as the 3GPP EFR (Enhanced Full Rate), AMR
(Adaptive Multi Rate) and AMR-WB (AMR Wideband) the
presence of high-level background noise may cause reduced
voice quality and even loss of intelligibility. Multimedia ter-
minals are also often used in surroundings with high back-
ground noise levels making communication vulnerable to
background noise. Multimedia terminals must hence be
robust against background noise and therefore noise suppres-
sion is typically applied as a pre-processing step before the
voice signal is subjected to audio encoding.

Since noise suppression removes part of the “true” signal
as captured by the microphones, its use has some inherent
challenges. For example, noise suppression can never per-
fectly distinguish between the voice component and the back-
ground noise component. The design and use of a noise sup-
pressor therefore always involves a trade-off between
attenuating the background noise as much as possible and
causing as little degradation for the voice signal itself. A fixed
trade-off between these two is not optimal. Using a high level
of attenuation in noise suppression may efficiently reduce the
background noise, but it may also colorize the voice compo-
nent and make it sound unnatural and/or make the back-
ground noise component sound unnatural.

Moreover, in some multimedia capturing session it may be
desirable that also the ambience, such as music, is conveyed
as well as possible. Nevertheless, when applied to non-voice
signals, such as music, noise suppression may cause particu-
larly significant quality degradation. At the worst, noise sup-
pression may interpret some parts of the music or other non-
voice signals as noise and start muting them.

FIG. 4 shows a block diagram of a system according to an
aspect of the invention. The block diagram illustrates the
functional blocks of a multimedia terminal (such as used for
3GPP MTSI) where the audio and video encoding and any
related pre-processing are carried out. For carrying out the
processing of the multimedia capturing comprising both
audio signal and video signal, the audio signal 400 is supplied
to its respective processing chain and the video signal 402 is
supplied to its respective processing chain. The audio signal
400 may comprise, for example, a voice component and a
background noise component. The processing chain of the
audio signal comprises at least an audio pre-processor 404,
such as a noise suppressor, and an audio encoder 406. The
audio pre-processor 404 is arranged to modify the audio
signal to become easier to encode by removing the less essen-
tial or unnecessary parts, such as noise components, before
the audio encoding takes place.

The audio encoder 406 may be any known audio encoder,
such as EFR/FR/HR speech codecs ((Enhanced) Full/Half
Rate Codec) and Narrowband AMR or Wideband AMR
speech codecs (Adaptive Multirate Codec) known per se from
3GPP systems, and codecs used in MPEG1, MPEG2 and
MPEG4 audio coding, such as an AAC codec (Advanced
Audio Coding), which are suitable for encoding/decoding
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different audio formats. The term audio encoder thus refers
both to audio codecs in the traditional sense and to speech
codecs used in different systems and codecs with a scalable
bit rate, such as CELP+AAC according to MPEG4.

In a similar manner, the processing chain of the video
signal comprises at least a video pre-processor 408 and a
video encoder 410. The video pre-processor 408 may be
arranged to modify the video signal, for example by smooth-
ening details of the image frames, adjustment of dynamic
range of colours, reducing the colour gamut of the video
signal or removing the less essential parts of the video signal.
The video pre-processor 408 may utilise, for example, vari-
ous filtering methods and noise reduction processes, known
as such, for modifying the video signal before the video
encoding.

The video encoder 410 may be any known video encoder,
such as a video encoder according to ITU-T H.261, ISO/IEC
MPEG-1 Visual, ITU-T H.262 or ISO/IEC MPEG-2 Visual,
ITU-T H.263, ISO/IEC MPEG-4 Visual and ITU-T H.264
(also known as H.264/AVC (Advanced Video Coding). In
addition, there are currently efforts underway to develop new
video coding standards. One such standard under develop-
ment is High Efficiency Video Coding (HEVC), a successor
to H.264/MPEG-4 AVC, which is also referred to as H.265.

Thus, the processing of the audio signal 400 is carried out
in its own processing chain and the processing of the video
signal 402 is carried out in its respective processing chain.
Now a control block 412 is introduced, which is arranged to
obtain control information based on either of the audio signal
400 or the video signal 402 or both. The control block 412
may be arranged to supply the control information obtained
from the video signal to the audio pre-processor 404, which is
arranged to control the pre-processing of the audio signal
based on the control information obtained from the video
signal. Alternatively or in addition, the control block 412 may
be arranged to supply the control information obtained from
the audio signal to the video pre-processor 408, which is
arranged to control the pre-processing of the video signal
based on the control information obtained from the audio
signal.

Once the desired pre-processing has been carried out, the
audio signal and video signal are encoded by their respective
encoders 406, 410, both resulting in encoded parameter val-
ues as the output of the encoders. The encoded parameter
values of both the audio signal and the video signal are trans-
ferred further in the processing chain to be reproduced in a
time-synchronized manner, for example during a multimedia
call or a playback from a memory medium.

For the sake of simplifying the illustration, FIG. 4 shows
the control block 412 as using the unprocessed audio 400
and/or video signal 402 as the basis for obtaining the control
information. However, the actual implementation is not lim-
ited to the unprocessed signals only, but information may be
obtained from any point of the processing chain, as will be
described more in detail below.

In the system according to FIG. 4, the pre-processing of the
video and the audio can be controlled simultaneously,
wherein the control is based on the incoming audio and video
signals. Nevertheless, the system according to FIG. 4 also
enables to control the pre-processing of the video and the
audio independently of each other.

The embodiments of controlling the pre-processing of the
audio signal based on the control information obtained from
the video signal are now further described by referring to FIG.
5. Herein, the implementation is otherwise similar to FIG. 4,
but the control signal from the audio signal towards the pre-
processing of the video signal is ignored from the contempla-
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tion. Moreover, information for the audio pre-processor con-
trol signal may be obtained from a plurality of points of the
processing chain of the video signal. FIG. 5 shows at least
four points within the processing chain which may serve as
control information supply points: prior to video signal pre-
processing, prior to video signal encoding, during video
encoding and the encoded parameter values of the video
signal.

The audio pre-processing 504 may be any audio pre-pro-
cessing method intended to modify the audio signal to make
it easier for the audio encoder 506 to handle. According to an
embodiment, the audio pre-processing is a voice-specific pre-
processing, such as noise suppression or any other processing
removing less essential or unnecessary parts of the audio
signal, voice level adjustment, adjustment of dynamic range
of voice, or directing a microphone beamform of a multi-
microphone arrangement towards a speaker’s mouth, which
is intended to modify the voice signal to make it easier for the
audio codec to be appropriately processed.

The control block 512 determines the control information
on the basis of the video signal. The video signal from a
camera unit, the pre-processed video signal, parameters
obtained from within the video encoding or the encoded
parameter values representing the video signal may be
employed in determining the control information of the audio
pre-processing 504. A switch arrangement 514 may be pro-
vided in connection with the control block 512 to allow the
control block to decide the one or more control information
supply points to be used.

Noise suppression is typically based on estimation of sig-
nal-to-noise ratio (SNR) and then attenuating the portions of
signal with low SNR. The attenuation is usually carried out in
the frequency domain rather than in the time domain so that
different spectral regions may be treated differently. Each
frequency or frequency region may be subjected to a different
amount of attenuation. The transformation to frequency
domain may be carried out by using filter banks or time-
frequency transforms such as Fast Fourier Transform (FFT)
or Discrete Fourier Transform (DFT).

According to an embodiment, the noise suppression may
be based on a noise suppression algorithm described in EP 1
232 496 B1. Adjusting the level of attenuation for background
noise in noise suppression may be done directly by adjusting
the gain factors that modify the signal (in time or frequency
domain), such as those employed in ‘multiply with gain’
block 330 in EP 1 232 496 to modify the complex FFT
spectrum, or indirectly by adjusting the mechanism that
determines the gain values rather than by touching the gain
values themselves. Such indirect ways include adjusting the
signal-to-noise (SNR) estimation to overestimate or underes-
timate the SNR resulting in less or more attenuation applied in
the noise suppression, respectively. Another indirect way of
modifying the level of attenuation is to adjust the noise sup-
pression so that it attenuates not only stationary noise but also
non-stationary noise. This may be achieved e.g. by updating
the SNR estimate more frequently and, consequently, updat-
ing the gain values (that are calculated based on the SNR)
more often. This results into more aggressive noise suppres-
sion which is at its best able to cope also with fast changes in
background noise and hence will generally attenuate the
background noise more over time.

FIGS. 64, 65 and 6¢ show an illustrative example of how
the audio pre-processing in the embodiment of FIG. 5 may be
controlled based on the video component. Let us suppose that
the audio pre-processing method is, for example, noise sup-
pression. According to an embodiment, the video component
may be utilized in controlling the audio pre-processing such
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that all sounds that are being produced at each time instant by
any object seen on the video scene of the multimedia capture
are part of the desired signal to be captured for the particular
time instant. Thus, such sound sources may not be considered
as sources of noise and therefore no or only minimal noise
suppression should be applied to audio signal components
originating from such sound sources. However, all sounds
that are produced by any object not seen on the video scene of
the multimedia capture may be considered as sources of back-
ground noise and should be attenuated to improve the clarity
of the audio.

According to an embodiment, the above principle of con-
trolling the audio pre-processing, such as the noise suppres-
sion, can be applied to practice such the noise suppression to
applied to the background noise is increased as a proportion to
an image area of a face seen on the video scene. The embodi-
ment derives from a presumption that the face seen on the
video scene is the face of the user of the multimedia terminal.
Accordingly, the larger the image area of the face appearing
on the video scene is, the higher is the level of attenuation
applied to the background noise. In addition to the image area,
also other factors such as movement of the audio source in the
video, and the speed of movement, may be considered in
adjusting the level of attenuation.

According to an embodiment, the controlling of the audio
pre-processing may be based on priority values determined
for the audio sources appearing on a video scene represented
by the video signal. Thus, the larger the image area covered by
the audio source in said video scene is, the higher is the
priority value assigned to said audio source. Then the pre-
processing of the audio signal may be adjusted according to
the priority value such that an audio component originating
from the audio source covering largest image area of the video
scene is emphasized in the pre-processing. On the other hand,
the priority value may be utilised in adjusting the pre-pro-
cessing of the audio signal such that an audio component
contributing less to an overall video scene, thus having a
lower priority value, is de-emphasized in the pre-processing.

Detecting a face from a video scene belongs to the field of
pattern recognition, more particularly to image analysis of
pattern recognition, wherein pattern recognition algorithms
are applied to digital image data in order to recognise features
characteristic to a human face. A plurality of algorithms and
applications have been developed for automatic recognition
of' images of human faces. An example of such algorithm for
recognition of images of human faces is disclosed in
WO02011/091593. It is nevertheless noted that the implemen-
tation details of how faces may be detected from the video
signal are outside the scope of this invention.

FIGS. 6a, 6b and 6c¢ illustrate still images taken from a
video stream of a multimedia capture. The multimedia cap-
ture may be for example a video call, wherein the user of the
terminal (shown in FIG. 6a) is listening to a music concert of
an artist (shown in FIG. 6c¢). According to the above embodi-
ment, the amount of attenuation in noise suppression is
reduced when going from “6a”to “65to “6¢”. Consequently,
the user of the multimedia terminal is able increase the
amount of noise attenuation simply by pointing the camera of
the multimedia terminal to him/herself and moving it closer,
hence improving the voice clarity in noisy conditions (i.e.
going from “6¢” to “65” to “6a”). On the other hand, by
pointing the camera to objects further away from the terminal,
such as to the artist shown in FIG. 6¢, the amount of noise
attenuation is decreased and the ambience considered essen-
tial by the user (e.g. music in a live concert) may be conveyed
as well as possible.
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Consequently, the level of attenuation in noise suppression
(or any other audio pre-processing) may be dynamically
adjusted by the user of the multimedia terminal. There is no
fixed trade-off as a compromise between attenuating back-
ground noise and minimising possibility to cause degradation
for the voice signal itself, but the noise suppression may be
adapted based on the context of the multimedia capture. The
ambience is conveyed as well as possible when needed (e.g.
music in case “6¢”) by applying only little or no noise sup-
pression, while for a “person speaking” context (case “6a”)
the background noise will be more strongly attenuated to
improve the clarity and intelligibility of voice.

Similarly, to obtain an improved video quality, any pre-
processing to remove or smooth away less significant parts of
the video, thus enabling the video coding to focus on the more
significant/essential parts of the signal, may be dynamically
adjusted during the multimedia capture, such as a multimedia
call, based on the context of the capture. The audio compo-
nent of multimedia capture may be used to determine the
context.

The embodiments of controlling the pre-processing of the
video signal based on the control information obtained from
the audio signal are now further described by referring to FI1G.
7. Herein, the implementation is otherwise similar to the
general idea of FIG. 4, but the control signal from the video
signal towards the pre-processing of the audio signal is
ignored from the contemplation. Similarly to FIG. 5, infor-
mation for the video pre-processor control signal may be
obtained from a plurality of points of the processing chain of
the audio signal. FIG. 7 shows at least four points within the
processing chain which may serve as control information
supply points: prior to audio signal pre-processing, prior to
audio signal encoding, during audio encoding and the
encoded parameter values of the audio signal.

The video pre-processing 708 may be any video pre-pro-
cessing method intended to modify the video signal to make
it easier for the video encoder 710 to focus on the more
important and essential parts of the video signal. The less
essential parts at each time instant are those objects on the
video scene that do not contribute to the audio signal (such as
people not speaking), and the more essential parts at each
time instant are those that do contribute to the audio (such as
people who speak and any objects in the video signal contrib-
uting an audio component to the overall audio signal).

According to an embodiment, in a similar manner as dis-
closed above in the controlling of the audio pre-processing,
also the controlling of the video pre-processing may be based
on priority values determined for the audio sources appearing
on a video scene represented by the video signal. Thus, the
more significant an audio component contributed by an object
appearing on a video scene to an overall audio scene is, the
higher is the priority value assigned to said object. Then the
pre-processing of the video signal may be adjusted according
to the priority value such that an object contributing less to an
overall audio scene, thus having a lower priority value, is
de-emphasized in the pre-processing.

According to an embodiment, for determining the objects
on the video scene that do contribute to the audio signal, the
direction of arrival (DOA) of the audio component can be
estimated. For determining the DOA, a directional micro-
phone array consisting of two or more microphones, prefer-
ably mounted on the device could be used. Typically, the use
of'e.g. 3, 4, 5 or more microphones provides improved direc-
tional selectivity. Instead or in addition to a microphone
mounted on the user device, an external microphone which is
functionally connected to the user device may also be used for
capturing the audio signal. Once the DOA of an audio com-
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ponent has been estimated, it can be compared to the objects
on the video scene, and the video pre-processor control signal
may then be generated such that a suitable video pre-process-
ing is applied to the object contributing the audio component.

In estimating the DOA of the audio component, a generally
known technique referred to as beamforming can be utilised,
wherein the DOA of the audio source can be extracted using
so-called beamforming algorithms. The beamforming algo-
rithms may estimate the DOA of a sound source, for example,
by comparing the delays of arrival of a particular audio com-
ponent value in each microphone line. According to another
embodiment, the multi microphone beamformer may be
applied in detecting the audio source location by searching
for the direction that maximises the microphone array output
energy, thus indicating the most dominant audio component.

According to an embodiment, for determining the objects
on the video scene that do contribute to the audio signal, the
captured audio components may be subjected to an informa-
tion extraction. An example of information that can be
extracted is a pattern (for example in a form of a vector) that
characterizes the temporal spectral components of the audio
segment and/or signal level characteristics. This time-fre-
quency pattern can advantageously be utilized to classify the
captured audio components. For example, the captured audio
components can be classified as coming from a human, a car,
an animal or any other audio source.

The classification can be done by comparing the detected
pattern with a set of patterns stored in advance into the device
using, for example, a speech recognition engine. Another
example of an audio content classification is a context recog-
nition engine, which is disclosed more in detail in the publi-
cation “Audio-based context recognition”, Eronen A et al.,
IEEE Transactions on audio, speech and language process-
ing, Vol. 14. No 1, January 2006.

The above embodiments are illustrated in FIGS. 8a and 85,
which show an example of how the pre-processing of video in
the embodiment of FIG. 7 may be controlled based on the
audio component. The video scene of the multimedia capture
involves two persons speaking in turns. Both speakers may,
for example, be moving in the video scene, whereby substan-
tial bit-rate may be required in the video coding. Thus, it
could be desirable to reduce the complexity of the video
coding by remove non-essential parts of the video scene. In
FIGS. 84 and 85 the active speaker at the given moment is the
one on the right (as pointed out by the balloon; not part of the
actual video signal) and the non-active speaker is the one on
the left.

FIG. 84 illustrates the video scene contained in the video
signal at the input of the video pre-processing 708; i.e. prior to
applying the pre-processing. When the video pre-processing
708 is applied to the video signal according to the control
information obtained from the audio signal, the video pre-
processing 708 removes details from the video signal of the
non-active speaker. The result is shown in FIG. 85, wherein
some details on the face of the non-active speaker have been
removed, which in turn enables the video signal for the active
speaker to be encoded with increased bit-rate and precision.

FIG. 9 shows a flow chart of the method for controlling
capturing of multimedia content according to an embodi-
ment. As a first step (900), multimedia content comprising at
least an audio signal and a video signal is captured by an
apparatus. The apparatus may be, for example, a multimedia
terminal used for 3GPP MTSI and the multimedia capturing
may relate, for example, to a video call.

The apparatus may obtain control information (902) based
on the captured video signal, for example, according to any of
the embodiments described above. Then, based on the control
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information obtained from the video signal, the pre-process-
ing of the audio signal is controlled (904) to modify the audio
signal to make it easier for an audio encoder of the apparatus
to handle.

Alternatively, or in addition, the apparatus may obtain con-
trol information (906) based on the captured audio signal, for
example, according to any of the embodiments described
above. Then, based on the control information obtained from
the audio signal, the pre-processing of the video signal is
controlled (908) to modify the video signal to enable a video
encoder of the apparatus to focus on the more significant/
essential parts of the video signal.

After the pre-processing, the audio signal is transferred to
the audio encoder to be encoded (not shown) and the video
signal is transferred to the video encoder to be encoded (not
shown).

Thus, in the method according to FIG. 9, it is possible to
carry out the control of only either of the pre-processing of the
video orthe audio; i.e. only steps 902 and 904 or steps 906 and
908. Naturally, it is possible to carry out the control of the
pre-processing of both the video and the audio, either simul-
taneously or independently of each other.

A skilled man appreciates that any of the embodiments
described above may be implemented as a combination with
one or more of the other embodiments, unless there is explic-
itly or implicitly stated that certain embodiments are only
alternatives to each other.

The various embodiments may provide advantages over
state of the art. The embodiments may provide improved
quality for multimedia captures, especially for multimedia
calls, through improved audio quality, improved video qual-
ity, or both. The improved quality may be achieved even
without increasing the bit-rate. Especially, in regard to the
improvements in the audio quality, the magnitude of any
voice-specific pre-processing, such as the level of attenuation
applied in background noise suppression, may be dynami-
cally adjusted instead of being fixed. The dynamic adjustment
may be carried out by the user of multimedia terminal simply
by the way how he/she uses the camera of the terminal.
Moreover, the embodiments provide a viable framework to
easily incorporate cross-media adjustment for multimedia
communication systems and services. Since standardized
voice and video codecs are typically used in commercial
telecommunication systems, such as 3GPP MTSI, the
embodiments enable to incorporate cross-media adjustment
for the overall media coding, especially for already existing
systems, such as 3GPP MTSI.

In general, the various embodiments of the invention may
be implemented in hardware or special purpose circuits, soft-
ware, logic or any combination thereof. For example, some
aspects may be implemented in hardware, while other aspects
may be implemented in firmware or software which may be
executed by a controller, microprocessor or other computing
device, although the invention is not limited thereto. While
various aspects of the invention may be illustrated and
described as block diagrams, flow charts, or using some other
pictorial representation, it is well understood that these
blocks, apparatus, systems, techniques or methods described
herein may be implemented in, as non-limiting examples,
hardware, software, firmware, special purpose circuits or
logic, general purpose hardware or controller or other com-
puting devices, or some combination thereof.

The embodiments of this invention may be implemented
by computer software executable by a data processor of the
mobile device, such as in the processor entity, or by hardware,
or by a combination of software and hardware. Further in this
regard it should be noted that any blocks of the logic flow as
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in the Figures may represent program steps, or interconnected
logic circuits, blocks and functions, or a combination of pro-
gram steps and logic circuits, blocks and functions. The soft-
ware may be stored on such physical media as memory chips,
or memory blocks implemented within the processor, mag-
netic media such as hard disk or floppy disks, and optical
media such as for example DVD and the data variants thereof,
or CD.

The memory may be of any type suitable to the local
technical environment and may be implemented using any
suitable data storage technology, such as semiconductor
based memory devices, magnetic memory devices and sys-
tems, optical memory devices and systems, fixed memory and
removable memory. The data processors may be of any type
suitable to the local technical environment, and may include
one or more of general purpose computers, special purpose
computers, microprocessors, digital signal processors
(DSPs) and processors based on multi core processor archi-
tecture, as non limiting examples.

Embodiments ofthe inventions may be practiced in various
components such as integrated circuit modules. The design of
integrated circuits is by and large a highly automated process.
Complex and powerful software tools are available for con-
verting a logic level design into a semiconductor circuit
design ready to be etched and formed on a semiconductor
substrate.

Programs, such as those provided by Synopsys, Inc. of
Mountain View, Calif. and Cadence Design, of San Jose,
Calif. automatically route conductors and locate components
on a semiconductor chip using well established rules of
design as well as libraries of pre stored design modules. Once
the design for a semiconductor circuit has been completed,
the resultant design, in a standardized electronic format (e.g.,
Opus, GOSH, or the like) may be transmitted to a semicon-
ductor fabrication facility or “fab” for fabrication.

The foregoing description has provided by way of exem-
plary and non-limiting examples a full and informative
description of the exemplary embodiment of this invention.
However, various modifications and adaptations may become
apparent to those skilled in the relevant arts in view of the
foregoing description, when read in conjunction with the
accompanying drawings and the appended claims. However,
all such and similar modifications of the teachings of this
invention will still fall within the scope of this invention.

The invention claimed is:

1. A method, comprising:

capturing multimedia content by an apparatus, said multi-
media content comprising at least an audio signal and a
video signal;

obtaining control information based on at least either of
said audio signal or video signal;

controlling pre-processing of the audio signal based on the
control information obtained from the video signal; and/
or

controlling pre-processing of the video signal based on the
control information obtained from the audio signal.

2. A method according to claim 1, wherein

the pre-processing of the audio signal is one of the follow-
ing: noise suppression, voice level adjustment, adjust-
ment of dynamic range of voice, directing a microphone
beamform of a multi-microphone arrangement towards
an audio source.

3. A method according to claim 1, the method further

comprising

determining a priority value for at least one audio source

appearing on a video scene represented by the video
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signal in proportion to an image area covered by the

audio source in said video scene; and
adjusting the pre-processing of the audio signal according
to the priority value such that an audio component origi-
5 nating from an audio source covering largest image area
of the video scene is emphasized in the pre-processing.

4. A method according to claim 1, the method further
comprising

determining a priority value for at least one audio source

appearing on a video scene represented by the video
signal in proportion to an image area covered by the
audio source in said video scene; and

adjusting the pre-processing of the audio signal according

to the priority value such that an audio component con-
tributing less to an overall video scene is de-emphasized
in the pre-processing.

5. A method according to claim 1, the method further
comprising

detecting at least a part of a human face in a video scene

represented by the video signal; and

adjusting the pre-processing of the audio signal in propor-

tion to an image area covered by the human face in said
video scene.

6. A method according to claim 5, wherein said pre-pro-
25 cessing of the audio signal is noise suppression, and the
method further comprises

adjusting attenuation of background noise in proportion to

the image area covered by the human face in said video
scene.

7. A method according to claim 1, the method further
comprising

obtaining control information for the audio pre-processor

control signal from a plurality of points of a processing
chain of the video signal, said plurality of points being
located in at least one of the following points: prior to
video signal pre-processing, prior to video signal encod-
ing, during video encoding and the encoded parameter
values of the video signal.

8. A method according to claim 1, wherein

the pre-processing of the video signal is one of the follow-

ing: smoothening details of image frames, adjustment of
dynamic range of colours, reducing a colour gamut of
the video signal or removing less essential parts of the
video signal.

9. A method according to claim 1, the method further
comprising

determining a priority value for at least one object appear-

ing on a video scene represented by the video signal in
proportion to an audio component contributed by said
object to an overall audio scene; and

adjusting the pre-processing of the video signal according

to the priority value such that an object contributing less
to an overall audio scene is de-emphasized in the pre-
processing.

10. An apparatus comprising at least one processor,
memory including computer program code, the memory and
the computer program code configured to, with the at least
one processor, cause the apparatus to at least:

capture multimedia content, said multimedia content com-

prising at least an audio signal and a video signal;
obtain control information based on at least either of said
audio signal or video signal;

control pre-processing of the audio signal based on the

control information obtained from the video signal; and/
or

control pre-processing of the video signal based on the

control information obtained from the audio signal.
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11. An apparatus according to claim 10, wherein

the pre-processing of the audio signal is one of the follow-
ing: noise suppression, voice level adjustment, adjust-
ment of dynamic range of voice, directing a microphone
beamform of a multi-microphone arrangement towards
an audio source.

12. An apparatus according to claim 10, further comprising
computer program code configured to, with the at least one
processor, cause the apparatus to at least:

determine a priority value for at least one audio source

appearing on a video scene represented by the video
signal in proportion to an image area covered by the
audio source in said video scene; and

adjust the pre-processing of the audio signal according to

the priority value such that an audio component origi-
nating from an audio source covering largest image area
of the video scene is emphasized in the pre-processing.

13. An apparatus according to claim 10, further comprising
computer program code configured to, with the at least one
processor, cause the apparatus to at least:

determine a priority value for at least one audio source

appearing on a video scene represented by the video
signal in proportion to an image area covered by the
audio source in said video scene; and

adjust the pre-processing of the audio signal according to

the priority value such that an audio component contrib-
uting less to an overall video scene is de-emphasized in
the pre-processing.

14. An apparatus according to claim 10, further comprising
computer program code configured to, with the at least one
processor, cause the apparatus to at least:

detect at least a part of a human face in a video scene

represented by the video signal; and

adjust the pre-processing of the audio signal in proportion

to an image area covered by the human face in said video
scene.

15. An apparatus according to claim 14, wherein said pre-
processing of the audio signal is noise suppression, and the
apparatus further comprising computer program code config-
ured to, with the at least one processor, cause the apparatus to
at least:

adjust attenuation of background noise in proportion to the

image area covered by the human face in said video
scene.

16. An apparatus according to claim 10, further comprising
computer program code configured to, with the at least one
processor, cause the apparatus to at least:

obtain control information for the audio pre-processor con-

trol signal from a plurality of points of a processing
chain of the video signal, said plurality of points being
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located in at least one of the following points: prior to
video signal pre-processing, prior to video signal encod-
ing, during video encoding and the encoded parameter
values of the video signal.

17. An apparatus according to claim 10, wherein

the pre-processing of the video signal is one of the follow-

ing: smoothening details of image frames, adjustment of
dynamic range of colours, reducing a colour gamut of
the video signal or removing less essential parts of the
video signal.

18. An apparatus according to claim 10, further comprising
computer program code configured to, with the at least one
processor, cause the apparatus to at least:

determine a priority value for at least one object appearing

on a video scene represented by the video signal in
proportion of an audio component contributed by said
object to an overall audio scene; and

adjust the pre-processing of the video signal according to

the priority value such that an object contributing less to
an overall audio scene is de-emphasized in the pre-
processing.

19. A non-transitory computer readable storage medium
tangibly encoded with a computer program executable, which
when executed by a processor of an apparatus, causes the
apparatus to perform:

capturing multimedia content, said multimedia content

comprising at least an audio signal and a video signal;
obtaining control information based on at least either of
said audio signal or video signal;

controlling pre-processing of the audio signal based on the

control information obtained from the video signal; and/
or

controlling pre-processing of the video signal based on the
control information obtained from the audio signal.

20. An apparatus comprising:

means for capturing multimedia content, said multimedia
content comprising at least an audio signal and a video
signal;

means for obtaining control information based on at least
either of said audio signal or video signal;

means for controlling pre-processing of the audio signal
based on the control information obtained from the
video signal; and/or

means for controlling pre-processing of the video signal
based on the control information obtained from the
audio signal.



